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NOMENCLATURE

SHM: Structural Health Monitoring: the concept etermining a physical system’s

integrity through nondestructive methods.

DVI: Diffuse Vibration Interferometry: A method &HM that involves estimating the

structural response between two passive sensag ressordings of ambient vibrations.

FEA: Finite Element Analysis: A numerical technigpefenodeling physical systems to
predict responses to inputs. For this study, tha Feferenced was used to evaluate

structural responses to various inputs into thp.shi

HSV: High Speed Vessel: The subject of this stddy,HSV-2Swift, is an aluminum-

structured naval vessel.

viii
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SUMMARY

Traditional naval vessels with steel structuresehttne benefit of large safety factors and
a distinct material endurance limit. However, aggrmance requirements and budget
constraints rise, the demand for lighter weighseésincreases. Reducing the mass of
vessels is commonly achieved by the use of alumiouoomposite structures, which
requires closer attention to be paid to crackati@n and propagation. It is rarely
feasible to require a lengthy inspection proceasttmoves the vessel from service for
an extended amount of time. Structural health toong (SHM), involving continuous
measurement of the structural response to an esergge, has been proposed as a step
towards condition-based maintenance. Furtherma@iagwa passive monitoring system
with an array of sensors has several advantagestoriag can take place in real-time
using only ambient noise vibrations and neithed@gpent of an active source nor visual

access to the inspected areas are required.

Passive SHM on a naval vessel is not without chgle The structures of ships are
typically geometrically complex, causing scatteringiltiple reflections, and mode
conversion of the propagating waves in the ves&al rather than a distinct and
predictable input produced by controlled activerses, the vibration sources are hull
impacts, smaller waves, and even onboard macharetactivity. This research
summarizes findings from data collected onboardayNessel and presents
recommendations data processing techniques. Témetiis to present a robust method of
passive structural health monitoring for such asekasing only ambient vibrations

recordings.

www.manaraa.com



CHAPTER 1: INTRODUCTION

Continued demands for increased performance, lpwahase price, and reduced
operating costs have impacted the direction of modaval development. A common
method employed to meet these demands is to réldeceass of vessels. This is often
accomplished by using alternate materials and bgrporating lower safety factors into
designs. Aluminum is one such material frequenslgd to accomplish weight savings in
vessels, as compared to more traditional steadtsiies. The United States’ naval vessel,
High-Speed Vessel (HSV)2wift, is an example of a ship utilizing aluminum stuwet

Its fundamental design is that of a wave-pierciagmaran.

Figure 1: High-Speed VesssWwift(HSV-2) [1]

(-
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The HSV-2Swifthas the following dimensions [2]:

Overall length: 97.2 m (318.9 ft)

Waterline length: 92.0 m (301.8 ft)

Overall beam: 26.6 m (87.3 ft)

Beam at hulls: 4.5 m (14.7 ft)

Draft (fully loaded): 3.4 m (11.3 ft)

Maximum deadweight: 670 tonnes (1670 Iton)
Lightship displacement: 1130 tonnes (1246 tons)
Maximum permitted displacement: 1800 tonnes (1984)t

The extruded members (including the majority ofshg’s beam structures) are made of
6082-T6 aluminum, and the plate material (sucthasiecking and hull) utilizes 5383-
H116/H321 aluminum [3].

A negative aspect to the use of aluminum in stmastis the lack of a significant
endurance limit. The strength of aluminum contimly decays with the application of
repeated stress cycles. This precludes the useivdrsal standard stress limits to be
used as a design guide. Small cracks can indiadepropagate into larger cracks
especially quickly and without warning in a shiglwvan aluminum structure. Periodic
inspection is the standard method of ensuring d@dness of an aluminum vessel.
Such inspections require the vessel to be takenfaérvice for a pre-determined
amount of time, and often require at least paréaioval of the ship’s contents to allow
access to the areas of interest.

A robust method of evaluating structural healthintyiservice would be a great asset to
the operation of such a vessel. Structural heatihitoring (SHM) would address the
difficulties of physical inspection listed abovd.[4A typical SHM system involves a
discrete vibration source applied discretely tastinct location while reading the

resultant waves some distance away [5]. A difficuélated to this technique is that a
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person or device is required to be dedicated asribegy source. Also, SHM can only be
performed during specific testing times, usuallyewlthe vessel is not in use.

The goal of this study is to identify a technigbattwould enable real-time SHM in this
application. For a system that is capable of noomg the structural health in real time, a
discrete source cannot be realistically used. dfbeg, noise can be considered as the
energy source. This process is commonly refees tDiffuse Vibration Interferometry
(DVI).

Distributed Records of diffuse Coherent waveform
sensor etwork vibration measuremer for signal processir

Sensor #1 Sensor #2 Lsad
Sl (t) S2 (t) Cross- Structural Response
correlation
A A, g
t t 0
2.1 152

Figure 2: Principle of Diffuse Vibration Inferomgt(DVI) for SHM of a naval vessel

Diffuse vibrations, such as those in ambient norsecattered fields, are often considered
to be incoherent and of limited utility. Howev#rere is some coherence between two
sensors in a ship that receive vibrations fromstimae noise sources (e.g. slamming
events on the hull) or scatterer (e.g. proud stéf¢ The DVI technique resolves the
recorded diffuse fields through a correlation psscand provides an estimate of the
structural impulse response (or Green's functi@tywben a pair of passive sensors (see
Figure 2). A coherent waveform emerges once tieriboitions of the diffuse noise
sources traveling through both sensors are accteautaver time. These extracted
coherent waveforms are similar to those obtainewh ftonventional measurements
between a source and receiver pair, providing ansyé SHM without a localized

active source, such as a shaker. Therefore, D¥thmpotential to expand and improve
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SHM system applications since it allows transforgransimple receiver (e.g. strain gage)
into a virtual elastic source. This method hasieeestigated experimentally and
theoretically in various environments and frequerasyges: ultrasonics [6-8], structural
engineering, [9-10], low-frequency (< 5 kHz) mogabperties identification in

hydrofoils [11], underwater acoustics [12] and swogy [13-14]. In addition, when
implemented with a distributed sensor network,gbagormance of DVI originates from
the high density of cross paths between all pdigaesive sensors which can increase
monitoring sensitivity. This study presents DVbaysis results using low frequency
random vibration data collected on high-speed Vé¢$S¥2 during sea trials with a wide
range of inputs [2]. The resulting coherent wawei®are obtained using DVI from
selected strain gages. These coherent waveformisecased to estimate and monitor the
structural response of the ship hull and structcoahponents.
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CHAPTER 2: BACKGROUND

Sea trials were performed with the HS\&®ift near the coast of Norway from May 11 to
May 17, 2004. The intent of these trials was taldsh safe operating limits for the
vessel in a variety of ocean conditions and toeadlata to work toward a structural
health monitoring system [1]. The trials were mi@ variety of sea states (wave
conditions), and the vessel was operated throughoange of speeds at various angles
relative to the predominant current direction.aBtigages mounted throughout the ship’s
structure provided details about the responsenmle variety of external inputs.

2.1 Instrumentation setup

Prior to the test, the ship was outfitted with awgek of strain gages. These gages were
grouped by the types of measurements they perfarmgletal (“T1"), local (“T2"), and
impact response (“T3” and “T4”) [1]. The locatiookall sensors are documented using
HSV-2 Swift's schematics, shown in Figure 3 and in Appendix A.

8 DIAGONAL POSTS (P&S)
BOW LOAD
9 (DECK)

VERTICAL POSTS (P&S)
BOW LDAD
(DECK)

—
. 0 0/BRO 4700 LONG'L BHD. (P8S)

NERy
| T
! rm[pw\T\D @ FR.64 CUTOUTS
i . T-BARS 9 & 14
— @ SLAM
voID 1)

n 5

INOARD PRFLE
Figure 3: An example schematic of T2 sensor looatid]

(REFER DRAWING MSC 061-09-99-042)
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“T1” strain gages were placed on members that vadenetified as supporting “primary
loads,” or loads that dictate the sizing of londihally or transversely continuous
structures. The T1 gages capture the strain Iavblese members, which can be used to
determine the forces imparted into the ship’s dlsbaicture. There were sixteen T1
gages used in these trials. Descriptions for Tgedacations are found in Table 5,
Appendix A.

. R

. ;--‘

4.-+-~1r

_m g

454 Fyrd 00a

Figure 4:Installation of two sensors (T1 and T2) at fran@atomn 26 [1]

“T2” strain gages were located at areas in whighiftant stress concentrations were
anticipated, as determined by finite element amalfikEA) or by previous experiences of
similar vessels. Data from these locations isiaerly useful in determining the local
stress state of members and can be used in esigrfatigue. Some of the T2 sensor
locations were established with multiple gagesagoture multi-directional strains. There
were twenty-three T2 strain gages producing nimeféesensor locations used in these
trials. For descriptions of T2 strain gage placeingee Table 6, Appendix A.
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LOCATE SENGORS AL CLOSE AS
FRACTICAL TO WELDS

T2-18 (8TBD)
T2-19 [FIRT)

Figure 5: Photograph and schematic detail of senEa+16 and T2-18 [1]

“T3” and “T4” strain gages were placed in areagettito wave impact loading and bow
slamming events. They were used to compute uniftatic pressure for comparison to
design loads. Because the focus of this study SHM systems with DVI using
ambient energy, as opposed to discrete event inpfwsmation from these gages was
not considered for this research.

Sensors were also included on other areas of #eel;esuch as on the launch and
recovery ramp, cranes, vehicle and helicopter desskd gun mounts. Similarly to T3
and T4 gages, the data from these sensors wasedimthis study.

The simultaneous output of all sensors was compited central data logging system
onboard the vessel. The sampling rate of eaclossrautput was 100 Hz, and each test
run lasted approximately 30 minutes. This rawistgage data was the starting point of
the processing steps described in Chapter 3.
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2.2 Test procedure

The operation plan of the ship during the seastniads established to collect data at
specific speed and heading combinations. Eacbfd$gals was called an “Octagon” due
to the pattern of the vessel's directional courEke ship’s heading was varied in 45°
increments relative to the predominant ocean cudieaction. When eight runs were
performed in series with a 45° direction changera#tich, the resulting path was an

octagonal shape.

292.5° 67.5°

270

PORT
QUARTER

STBD

UARTER 0
247.5 Q 1125

FOLLOW

0

202.5° 157.5°

135
/ Direction of
Dominate Seaway I

Figure 6:0ctagonal maneuver pattern [1]
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The height and frequency of the waves encounteweédgleach test was measured at the

centerline of the vessel’'s bow with an on-boardrdtie-bow wave height system. A

secondary wave height measurement was made usrageabuoy positioned inside the

area defined by the octagon. The height and frecyuef the waves define the “Sea

State.” See Appendix B for the definition of Seat&s 0 — 5. The ship’s speed was also

varied within pre-determined increments between®2b knots. The heading and

speed were measured by the ship’s GPS and gyrosgsefmms. A summary of the test

parameters for each octagon is shown in Table 1.

Table 1: Summary of test ranges

Octagon Ssgr?;:te Sp?&dog?nge Headings (Degrees)
1 4-5 2-15 0, 90, 135, 180, 315
2 4-5 2-20 0, 45, 90, 135, 180
3 0-5 2-20 0, 180, 225, 270, 315
4 0-5 2-10 0, 45, 90, 135, 180
5 0-6 2-35 0, 45, 90, 180
6 3-5 2-35 0, 180, 225, 315
7 0-5 2-10 0, 90, 180, 225, 315
8 4-4 20-20 0, 45,90, 135
9 4-4 2-20 0, 45, 90, 135, 180, 225
10 3-4 2-36 0, 45, 90, 135, 180
11 3-4 2-37 0, 45, 90, 135, 180
12 3-5 2-39 0, 45, 90, 135, 180
13 4-5 2-30 0, 180, 225, 270, 315
14 5-5 2-30 0, 270, 315
15 5-5 2-20 0, 45, 90, 135, 180, 225, 270, 3
16 4-5 2-36 0, 45, 90, 135, 180
17 0-5 2-36 0, 135, 270, 315
18 5-5 2-15 0, 45, 90, 135, 180
19 4-5 2-30 0, 45, 90, 135, 180
20 5-5 2-15 0, 45, 90, 135, 180
21 4-4 2-15 0, 45, 90, 135, 180
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CHAPTER 3: DATA PROCESSING

3.1 Data Processing Overview

The data collected during the 2004 Norway trials st@red as raw strain gage
recordings over a discrete time interval duringpsiperation. Figure 7 shows the data
recorded from sensor T1-5 from run #182, OctagooriKiay 16, 2004, with a speed of
35 knots, a 270° heading relative to the dominasavay, and a level 5 sea state. Sensor

T1-5 is located in the port side keel between tigiree and fuel tank.

—_
Q
-

(b)

Signal Amplitude (A L)
Spectrum (A L)

Time 0 10 20 30 40 50
Frequency (Hz)

Figure 7: T1-5 Sensor data in the time domain ifd) feequency domain (b)

The discontinuous peaks seen in the data when diawihe time domain (Figure 7(a))
are associated with slamming inputs into the sthplt When considering the frequency
spectrum (Figure 7(b)), the vibrations at low freqcies (less than 12 Hz) are likely
generated by the interactions of waves and thésshipl and sea loadings. In contrast,
the multiple spectral peaks in the region of fregpies greater than 15 Hz suggests that
this range is dominated by vibrations from rotatingchinery with multiple nodes.

Prior to computing the cross-correlations to geieettae coherent waveform for signal

processing, the amplitude spectrum of the contiswdlorations recordings was analyzed

10
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in order to assess the influence of the vibratiogito on the DVI technique. Furthermore,
the DVI technique works best when the random vibrngtare uniform in space and time.
Hence the effects of high amplitude slam eventséas in Figure 7(a)) should be
minimized in the signals from the strain gagesesithey might otherwise dominate the
time delay of the cross-correlation function. Tsb, the continuous vibration

recordings were first homogenized using the promediustrated in Figure 8.

( Apply

o amplitude

| thresholding
(#1)

Read Strain
Gage Data

Whiten the Apply Compute
amplitude

the cross
correlation

frequency

spectrum thresholding

(#2)

Figure 8: Flowchart of Processing Sequence

The influence of this processing sequence was figagsd with a parametric study using
a variety of values to alter the effects of eaepstin this manner, the relative
contribution of each step could be ascertainece résults of each processing step are
shown in Figures 9-15. Sensor T1-6 from Octagors#&ed in Figures 10-15 to

illustrate each step.

11
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3.2 Pre-Processing Steps

Read Strain Gage Data

The raw strain gage output was collected and stasaeddividual channels. Figure 9
shows the data from all 35 T1 and T2 channels ci@teduring the execution of Octagon
#9.

Signal Amplitude (A.U.)

Time

Figure 9: Unprocessed data from all T1 and T2 sgnso

The data for sensor T1-6 is shown in Figure 10is $hows the signal amplitude and
frequency content in the time domain, as well asftequency amplitude in the

frequency domain.

Frequency (Hz)

Signal Amplitude (ALL)
Frequency Amplitude (AL}

Tirme Time ] ) 0 0 0 1 4 &
Frequency (Hz)

Figure 10: Unprocessed data from sensor T1-6

12
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Filtering the data

The data was filtered by fitting its amplitude sppem to a Hanning window. This was

done to reduce the occurrences of sensor measuré@negularities. The Hanning

o)

where 0< n< N, and N=window length-1 [15].

function is defined as

w(n) =0.62-0.48

A Hanning window (the area containing the Hannungction’s curve) is depicted

graphically in Figure 11.

Arnplitude

Freguency

Figure 11An example of a Hanning window

The frequency range that defines the x-axis oHaening window is a predetermined
parameter. The frequency range was a focus afdteprocessing experimentation

described in Section 4.4.

The result of applying a Hanning window to the datdepicted in Figure 12.

13
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Signal Amplitude (A1)
Frequency (Hz)
Frequency Amplitude (A.LJ)

0 0 20 30 40 80
Frequency (Hz)

Time

Figure 12: T1-6 data with Hanning filter applied

Apply amplitude thresholding (#1)

Amplitude thresholding was then applied by trunagthe signal at a pre-determined
value above and below zero. This was performeaddace the influence of “slamming”
events, such as large waves contacting the shififs Tihe threshold value was varied in

the experimentation discussed in Section 4.3.

Signal Amplitude (AU
Frequency (Hz)
Frequency Amplitude (A}

10 B

5

0 50 . . . .
Time Time 0 0 20 30 40 A0
Frequency (Hz)

Figure 13: T1-6 data with first amplitude threshiotdapplied

14
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Whiten the frequency spectrum

The frequency spectrum was whitened after the ang@ithresholding. Because the
sources in this study are by nature variable andlisorete and predictable values, the

whitening was performed to reduce the effects aihges in these sources.

Whitening was performed by

P(a)

F(W) = —| P(w)| ‘e

w(n)

where P) is the Fourier transform of the input signalis a Wiener filter constant, and
w(n)is the Hanning window (defined previously). Theaner filter constant is

implemented to reduce noise content present isitiral by comparison with a constant
value that is a multiple of the standard deviatbthe data set. The actual value for the

multiplier was the subject of a portion of the esipeentation discussed in Chapter 4.

50

45

40

35

[T w

Frequency (Hz)

Signal Amplitude (ALY
Frequency Amplitude (A1)

0 10 20 30 40 &0
Frequency (Hz)

Time

Figure 14: T1-6 data after frequency whitening

15
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Apply second amplitude thresholding

Amplitude thresholding was applied to the whitedath to avoid distortion of the FFT
calculation, leading to amplifications of artifitlaroadband peaks in the time-domain
data. This was done similarly to the first ammlguhresholding, truncating data outside

of the pre-determined band.

Signal Amplitude (AL
Frequency (H7)
Frequency Amplitude (A1)

Tirme Time ’ 0 0 20 30 40 &0
Frequency (Hz)

Figure 15: T1-6 data with second amplitude thresihgl applied

3.3 Computing the cross-correlation

The cross-correlation was then computed with tlegssed data. Before computing the
cross-correlation, the sensor pairs needed tothbleshed. With 35 T1 and T2 sensors,
there are 595 possible pair combinations.

The existence of diffuse vibrations in the shipis&ure ensures that all propagation paths
between any two passive sensors are fully illureithatThe expected value of the temporal

cross-correlation function between two sens@rs(t) , can be computed from the diffuse

field S (t) measured by sensor #1, and the diffuse f&lft) measured by sensor #2, after

integration over the observation peribd

16
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Co,(t) = [S(D)S,(r +t)dr

For the sensor pairs’ two signals x and z witlmietidata entries, the time-discretized
version of the cross-correlation is defined as

Ck<a’%> :zsll [Szl +k
I

where k is the time shift of sign&,. The cross-correlation valué§(< 5 are

compiled into the arra,@fsl’sf [16].

The cross-correlation is maximized when the prod; andS,; , | isata
maximum. This occurs when k is adjusted such 8)at | most closely matches;; in

both amplitude and phase.

An example of the result of a cross-correlatiorcghtion is shown in Figure 16.
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Figure 16: Cross-Correlation between Sensors TAd6Td -7

The energy measured by each sensor can be combstdegrist in the form of either a
standing wave or a travelling wave. In the case wavelling wave, the time at which
the cross-correlation is at the highest magnitsdmnsidered to be the “arrival time” of
the estimated impulse response. Alternatively,mtensidering the system’s energy to
exhibit standing wave characteristics with modegsisathe peak cross correlation
represents the phase delay between the two data set
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CHAPTER 4: PARAMETRIC STUDY OF THE DVI
PROCESS

While the process used for data reduction wasradlin Chapter 3, the particular
parameter values used by the data pre-processicggure needed to be established.
This chapter reviews the process used to detertheeptimal parameters for data
processing.

4.1 Parametric study

The data processing procedure and parameters welteated by varying the process
outlined in Section 3.1. Some of the steps wer#ted) and the values of some of the
variables were changed. Table 2 lists the parasatel ranges of values used in the

processing experimentation.

Table 2: Parameter values used in experimentation

Parameters Values
Amplitude Thresholding #1 on / off
Threshold #1 STD 1-10
Whitening on / off
Wiener filter constant 0-20

Amplitude Thresholding #2 on / off

Threshold #2 STD 1-10
multiple,
Frequency Window between 1
and 45 Hz
19
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The amplitude thresholdings were performed by tating all values greater than the
specified number of standard deviations away frenoz Higher “STD” values result in

a larger range of data to be passed through tkshhbiding steps without modification.

The Wiener filter constant was varied within thega shown. It was implemented as a
multiplier to the standard deviation of the dath 9% value of zero would eliminate the

Wiener filter, while a higher value would incredke effect of the Wiener filter.

The frequency window is the range over which tharitag window is created during the
data filtering step. The frequencies in the madafl the range are enhanced, while those

outside of the range are diminished.

4.2 Criteria

A method was needed to evaluate and compare theledion of each of the variables
discussed in Section 4.1.1. Two criteria were fified as appropriate indicators for each
processing scenario: the peak value of the noredlzoss-correlation and the “Peak-to-

Fluctuation Ratio.”

The normalized cross-correlation was defined as:

>C
S,
Normalized Cross-Correlation = funs

S
\/Z Energy, D\/Z Energy,

runs runs

where CSlSZ is the cross-correlation of the signals betwees@sng and S, and
Energ;gl and Energ)g2 are the integrals of the two sensors’ signalschEarm is

summed across every run in a given octagon setdeByition, the normalized cross-
20
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correlation is a term between 0 and 1. A highduerandicates a higher normalized

cross-correlation.

The “Peak-to-Fluctuation Ratio” (PFR) is definedl@s maximum normalized cross-
correlation value divided by the standard deviabbthe normalized cross-correlation
for time lags larger than one second away fronptrek time delay, as calculated from
the cross correlation. A higher PFR indicateg@nsfer correlation term at the main

arrival as compared with areas away from the maiued.

A graphical illustration of the PFR is found in ki@ 17. In it, the PFR is represented as

X
PFR =y

Sample Cross Correlation
i Standard Deviation of non-peak area

AN
X

y
s ETTA N /\ v{\ Fay \:L\:"\ﬁ

MOV UUTV

Zross correlation and
standard deviation amplitude

1 |
2 1.8 -1 05 0 0.5 1 1.5 2
Arrival time (seconds)

Figure 17: lllustration of Peak-to-Fluctuation Rati
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4.3 Amplitude Thresholding and Whitening Experimentation

A matrix of variables for the processing parameteas established (see Table 3). It was
created by altering one or two parameters withinringes listed in Table 2 for each
processing scenario. A set of parameters was a&skton“Scenario #1”. The parameter

values in subsequent scenarios that differ frorséhn Scenario #1 are highlighted in

green.
Table 3: Scenario processing log
Amplitude Thresholding #1 Whitening Amplitude Thresholding #2 | Frequency
on/ off | Threshold STD | on/ off | Wiener filter STD| on/ off | Threshold STD | Window
Scenario #1 on 3 on 0 on 2 15-35
Scenario #2 on 1 on 0 on 2 15-35
Scenario #3 on 2 on 0 on 2 15-35
Scenario #4 on 5 on 0 on 2 15-35
Scenario #5 on 8 on 0 on 2 15-35
Scenario #6 on 10 on 0 on 2 15-35
Scenario #7 off on 0 on 2 15-35
Scenario #8 on 3 on 1 on 2 15-35
Scenario #9 on 3 on 3 on 2 15-35
Scenario #10 on 3 on 6 on 2 15-35
Scenario #11 on 3 on 8 on 2 15-35
Scenario #12 on 3 on 10 on 2 15-35
Scenario #13 on 3 off on 2 15-35
Scenario #14 on 3 on 0 on 1 15-35
Scenario #15 on 3 on 0 on 4 15-35
Scenario #16 on 3 on 0 on 6 15-35
Scenario #17 on 3 on 0 on 8 15-35
Scenario #18 on 3 on 0 on 10 15-35
Scenario #19 on 3 on 0 off 15-35
Scenario #20 on 3 on 0 on 2 1-12
Scenario #21 on 1 on 0 on 2 1-12
Scenario #22 on 10 on 0 on 2 1-12
Scenario #23 off on 0 on 2 1-12
Scenario #24 on 3 off on 2 1-12
Scenario #25 on 3 on 3 on 2 1-12
Scenario #26 on 3 on 10 on 2 1-12
Scenario #27 on 3 on 0 off 1-12
Scenario #28 on 3 on 0 on 1 1-12
Scenario #29 on 3 on 0 on 10 1-12
Scenario #30 on 1 on 0 off 15-35
Scenario #31 on 5 on 0 off 15-35
Scenario #32 on 10 on 0 off 15-35
Scenario #33 on 20 on 0 off 15-35
22
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To expedite evaluation, three representative {€sttagons 15, 18, and 19) and four
sensor pairs (5+7, 8+10, 7+13, and 10+13) wereidered during each processing
scenario. The values for the normalized crossetation and the PFR defined in Section
4.1.2 were found for each Scenario by octagon and® pair.

Plots of the maximum normalized cross-correlatimntfie octagons considered and two

of the sensor pairs (T1-5+T1-7 and T1-8+T1-10)efach scenario are shown in Figure
18.
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Figure 18Plot of Maximum normalized cross-correlation valémseach scenario
evaluated
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A plot of the PFR values for each scenario andstime octagons and sensor pairs used

in Figure 18 is shown in Figure 19.
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Figure 19: Plot of PFR values for each scenariduaved

Scenarios 13 and 24, which had no frequency whitgsiep after the first amplitude
thresholding, produced the highest normalized ecoseselation for all octagons.
However, the lack of frequency whitening also resiiin a low PFR, meaning the actual
main arrival value was not significantly distinguéble from the correlation values away

from the arrival.

When a non-zero Wiener filter was implemented dythre frequency whitening (as in
Scenarios 8 — 12, 25, and 26), effects were sebatimthe normalized cross-correlation
and PFR metrics. Wiener filter STDs above 6 reslilh a higher peak normalized cross-
correlation, while values below 6 decreased th& peamalized cross-correlation. For

all scenarios in which a Wiener filter was use@, B+R was reduced as compared to

scenarios in which there was no Wiener filter used.
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The effects of changing the values of the amplitiidesholding proved to be minimal.
Within the range of threshold values used (1 thnoli@) the effects on normalized cross-
correlation and PFR were very small. When thestho&ling was turned off altogether
(as in Scenarios 7, 18, 23, and 27) a decrea$eindrmalized cross-correlation and PFR

metrics from 12-18% was noted.

The results from varying the amplitude thresholdang the frequency whitening were
similar between the two frequency windows consider8cenarios 1-19 were filtered at
15-35 Hz with either the first amplitude threshalglithe whitening, or the second
amplitude thresholding varied. Scenarios 20-2%veamnilarly created by making
changes to one of the three sets of variablesybrs filtered from 1-12 Hz. The results
of changing each variable had a similar effectoimth groups of frequency ranges.

With consideration to each variable’s influenceboth the normalized cross-correlation
and PFR, it was apparent that frequency whitennogisl be employed without a Wiener
filter. It was also evident that including both @itude thresholding steps was beneficial,
but the result was not especially sensitive tosgiecific values of the selected
thresholding STDs. This result is a favorable ¢ation for the proposed processing
strategy’s use in SHM systems, since it yields d Byétem that is not overly sensitive to

particular input parameters.
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4.4 Frequency Band Experimentation

There are multiple sources of the energy that mrafeathrough the structure of vessels
such as the HSV-3wift They include waves contacting the ship’s htii, operation of
the propulsion engines, operation of other maclinaboard, and also the movement of
the ship’s occupants. Figure 20 shows the unpseckequency content of two sensors,
one near the stern (T1-1) and one 55 meters dosbe bow (T1-7).
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Figure 20: Frequency content of two sensors (ThdlElL-7) in Octagon #9

The frequency range that is used to define the Hanmindow in the filtering stage can
affect the results of the processing. The sensiggsals will be enhanced within the
center of the chosen range, where the peak of &@mmiHg curve is located, and will be
diminished in areas outside of the chosen range.

Several ranges of frequencies were identified ¥@feation. The ranges used were

chosen in 10 Hz and 20 Hz bands. The performaheaah frequency range was

evaluated by plotting the normalized cross-corietaterm as defined in Chapter 3.
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Figure 21 shows the normalized cross-correlatiotsgfor sensor pair T1-5+T1-7 during

Octagon #9.
Cross-correlation filtered in 10 Hz frequency ranges Cross-correlation filtered in 20 Hz frequency ranges
— Filtered 1-11 Hz — Filtered 1-21 Hz
Filtered 5-15 Hz Filtered 5-25 Hz
Filtered 10-20 Hz Filtered 10-30 Hz
5 Filtered 15-25 Hz Filtered 15-35 Hz
< Filtered 20-30 Hz — Filtered 20-40 Hz
< —— Filtered 25-35 Hz — Filtered 25-45 Hz
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Figure 21: Amplitude spectrum of the normalizedssroorrelatiorior various frequency
processing bands, sensor pair T1-10+T1-13, Oct&fon

In general, the higher frequency ranges have lessgyg than the lower ones, evident
from the relative magnitudes of the normalized sfoarrelation terms. There is an
exception around 40 Hz, at which frequency theeerislative peak in the amount of
energy present. The goal of this study is to acghtee most uniform correlation result
possible. This would be represented by a nornhlizess-correlation curve displaying
an amplitude distribution as similar as possibléhtinitial Hanning window used for

data frequency whitening, with minimal discontimnest
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The cross-correlation waveforms for sensor pail0331-13, Octagon #9 are shown in
Figure 22.
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Figure 22: Correlation term for frequency proceg$iands, sensor pair T1-10+T1-13,
Octagon #9

The shapes and amplitudes of the correlation teame compared for the different
filter ranges. Some filter ranges, such as 1-1hiktr1-21 Hz, have arrival waveforms
that are indistinct and spread out, indicating armrrelation. Others, such as 25-35 Hz
and 20-40 Hz, have relatively low amplitudes, megrihe amplitude of the cross-
correlation waveform is low. For a wave-based rnayimg system, selecting the
frequency ranges associated with the most distimitals is preferred when computing

the cross-correlation waveforms.

To determine the preferred frequency range forgssing, both the shape of the
normalized cross-correlation in the frequency donaeid the time delay waveform of the
correlation term in the time domain were consideréde band judged as most likely to
provide a distinct and repeatable correlation tesat the frequency range between 15
and 35 Hz.
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4.5 Summary of parametric value experimentation results

After consideration of the results of the experitagions, the parameter values shown in

Table 4 were chosen as most conducive to SHM aiaits for the HSV-Swift

Table 4: Variable values chosen for processing

Variables Values
Amplitude Thresholding #1 on
Threshold #1 STD 3
Whitening on
Wiener filter constant 0
Amplitude Thresholding #2 on
Threshold #2 STD 3
Frequency Window (Hz) 15-35

Processing was run for all sensors and octagoistieatvalues listed in Table 4. Cross-

correlation was performed on all sensor pairs. fEselts, as they apply to SHM in the
HSV-2 Swift are presented in Chapter 5.
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CHAPTER 5: APPLICATION

5.1 Pair combinationsfor cross-correation

Stable cross-correlation results are a requirerfoerat viable SHM system. Without a
consistent and repeatable cross-correlation, ifdvba impossible to detect true change
in a structure as opposed to measurement and aadgulariation. A measure of
stability of the cross-correlation is a comparisdhe time at which the peak cross-
correlation occurs for a variety of tests. Thef@@nance of the DVI technique was
systematically investigated for selected pairs biirain gages identified in Figure 23.
Each sensor shown is located in the keels of thpe shlL-5, T1-6, and T1-7 are located
on the port side, while T1-8, T1-9, and T1-10 aeated on the starboard side directly
opposite the ship’s centerline.

Figure 23: Three port side (T1-5 — T1-7) and tlsteboard side
(T1-8 — T1-10) sensors on HSV BSwift

Figure 24 (a) — (f) shows the evolution of the srosrrelation waveforms over the 21
Octagons for six combinations of the sensors ifiedtin Figure 23. The peaks of each

correlation waveform are indicated by red dotgguFé 24 (g) and (h) show the time
30
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value of each of the waveform peaks versus thegootaount. The divisions between

the seven days of sea trials are indicated by Wdack in Figure 24 (a) — (f) and by
dashed vertical lines in Figure 24 (g) and (h).
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Figure 24: Cross-correlation waveforms for all gotas for six sensor pairs ((a)
Shifts in peak arrival time by octagon for eachssermpair ((g) — (h)).
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Because there were no significant structural chewdgeng the trials and the test duration
was relatively short, low fluctuation in cross-aation is expected for a stable,
consistent system. The maximum time shift alomgzh Octagons is for the six sensor
pairs shown is 11 ms, occurring in sensor pair F14810 (starboard side keel). These
small, but consistent, structural variations ongbe and starboard keels are likely induced
by fuel level variations or expansions and conibastof the ship’s structure due to
temperature changes throughout the testing pefibe. low fluctuation in this system’s
cross-correlations indicates that the proposedgssing steps are a viable solution to

SHM in this application.

5.2 Monitoring web of sensorsfor a SHM system

When implemented with a distributed sensor netwibr& results of implementing DVI
principles are improved with a high density of ceating paths between all sensor pairs.
With 35 total T1 and T2 sensors available, theee585 possible pair combinations for
cross-correlation analysis. Figure 25 illustratédonitoring Web” of sensors which

can be created by using the top 40%, or 254, sgr@s (as determined by the
normalized cross-correlation). This monitoring veelld potentially be integrated in a

SHM system to assist the crew of HS\&E®iftin operation decisions.
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Figure 25: Monitoring web of sensors, utilizing gensor pairs having the top 40%
cross-correlation values
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The time delays for each sensor pair were compugad) the cross-correlation method
discussed previously. The longitudinal distandsvben sensors was plotted versus the

time delays (averaged across all octagons) in Eigér

Longitudinal distance between sensors (meters)

[+ * ¥ & 0| 1 fl 1

o 0 100 180 200 250
Time delay {ms)

Figure 26: Longitudinal distance between sensaspa. time delay

A proportional relationship between time delay aedsor separation distance is
desirable for practical SHM applications. Highaiesion in time delay offset yields a
more robust system for real-time monitoring of stawes. As evident from Figure 26,
not all sensor pairs exhibit such a proportionkdtienship. This could be the result of
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several factors. The true distance between theosgrairs may differ from the
longitudinal distance when there is a significamttical or lateral distance between the
sensors, or if the wave propagation path betweeséhsors is indirect, as is frequently
experienced on a naval vessel. Also, the partiarkea of the vessel spanned by a given
sensor pair could experience a discrete energyenbdtscontinuity if a local energy

source is present in that area.

A group of sensor pairs demonstrating roughly propoal time delays to separation
distances was selected for further analysis. Thass are displayed in Figure 26 within
the area defined by the blue lines. Figure 27 shibw correlation term waveforms of the

sensor pairs identified within the window refereshae Figure 26.
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Figure 27: Correlation waveform plots for vario@nsor separation distances

The nature of the coherent waveform shown by peagsecorrelation time for increasing
separation distance of the selected sensor plassrdtes a potentially viable SHM

system.
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CHAPTER 6: CONCLUSIONS

The preceding chapters illustrated that the pracgsaethod employed in this study is
viable for producing waveforms useful for passitrectural health monitoring. Whether
the energy is assumed to exist in the form of pgapag waves or in mode shapes, there
exists a structural signature of the HS\&®iftthat can be used for structural health
monitoring. The cross-correlation time delay efésfor each sensor pair had little
variation between the different groups of testdqrared over a period of seven days. A
stable, repeatable peak cross-correlation timeo¥s! allow for discernment of a

change in this value due to structural changeervidssel.

The processing is not especially sensitive to thiead values of amplitude thresholding
or whitening terms. The values presented in Chapteere judged to yield slightly
better correlation terms than the alternativesiwithe range evaluated, but a
considerable difference is not expected when usihgr values for the thresholding or
whitening terms. This lack of sensitivity to chonsalues is favorable for DVI, as the
parameter values chosen for processing are ndy ligertificially influence the cross-

correlation results.

Unlike the choice in thresholding and whiteningiables, the frequency band used
during the data filtering can significantly affébhe DVI results. The signal amplitude in
the sensors showed areas of discontinuous pealkstain frequencies due to the amount
of energy present at those frequencies. Somedrexyuranges did not produce a usably
distinct cross-correlation waveform, making thenidfecation of a distinct time delay
value difficult. Effort was taken to ensure thaga selected had the most uniform
frequency content and that there was sufficientgagnt® produce a reasonable

correlation.

An optimal result of a DVI study is that the crassvelation time delay would be
proportional to separation distance for every sepao. However, this does not
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consistently apply to the real-world case examimex@. Some pairs do not exhibit such
a relationship. This can be a result of inaccueatemation of the separation distance, a
discontinuity in energy content between the senswmnany other factors. In contrast,
some sensor pairs do display a proportional relahig between cross-correlation time
delay time and separation distance, as illustratédgure 27. Selection of sensor pairs

exhibiting such a relationship can lead to accupagelictions of the vessel’s structural
health.
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CHAPTER 7: RECOMMENDATIONS

The nature of the HSV-2 Norway trials was one wiited duration, lasting only seven
days, with no significant events imparting critic@mage to the ship’s structure. The
true effectiveness of the data processing and semgitoring steps presented in this
report is best demonstrated over a long serviesvat. Similarly, if a known defect or
structural compromise was introduced into the shgtfucture, the degree of change in
the correlation time delay would indicate the efifeeness of this processing

methodology.

An unknown aspect in establishing the relation$i@pveen sensor distance and cross-
correlation waveform time delay is the actual diseseparating sensor pairs.
Longitudinal dimensions of each sensor were praljitheit vertical and lateral spacing
was unknown. Better estimates of the sensor sepaidistances could be made with
this information. The length of the actual wavepagation path, along the structures

connecting the sensors, would be a further refimgrweincrease this value’s accuracy.
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APPENDIX A
SENSOR LAYOUT

Appendix A contains descriptions and illustratiafishe locations of the sensors

referenced in this report. All figures and tahiteghis section were published by Brady et
al [1].
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Table 5: Summary of T1 global response strain ghgenels

No. )-'Ieasm‘f.‘ment Load Details
Location
T1-1 | Bracket. Fr 6 | Port Deck PCM Vertical or horizontal du‘?cnon. On
bracket side, close to curved edge
T1-2 | Bracket, Fr 6 | Stdb Deck PCM "
T N - R 3 ) 5 ¢ 3
T1-3 | B/head, Fr 12 | Port Anteroom Combination ) el.-nml direction, 500mm off floor, close
to rider
T1-4 | B/head, Fr 12 | Stbd Anteroom Combination "
On longitudinal vertical keel. One quarter
T1-5 | Keel. Fr 26 Port Void 6 Bending of frame span. ap p}‘oxnnately 300 tm
= from bulkhead or frame on lower section
of web
T1-6 | Keel, Fr46 Port Void 3 Bending "
T1-7 | Keel, Frol Port Void 2 Bending "
T1-8 | Keel, Fr26 Stbd Void 6 Bending "
T1-9 | Keel Fr46 Stbd Void 3 Bending "
T1-10 | Keel, Fr 61 Stbd Void 2 Bending "
T1-11 Foredeck | Port Foredeck PCM Aft CO_I‘llel‘S pf cutout on insert plate,
cutout, Fr 67 transverse direction
T1-12 | Foredeck g Foredeck | PCM "
cutout, Fr 67
T1-13 | Web. Fr 65 Centerline | Void 2 Split 6000mm off centgr]m?. upper section of
web, transverse direction
T1-14 | Web. Fr6 Centerline | Troom Split 1170mm off cent?r]m?. lower section of
web, transverse direction
300mm along aluminum box beam
member from Batwing. The Batwing is a
] joint detail that connects the aluminum
T1-15 | € 125:b1 ace, Sthd Deckhead PCM crossbraces above the Mission Deck with
Fra: the portal structure, see Figure 14. This
complements the measurement T2-1, see
Table 11.
T1-16 | Web, Fr31 | Centerline | Void 5 split Lower section of web, transverse
direction
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Table 6: Summary of T2 stress concentration measemes

No. Measurement Location Load Details
1 |Crossbrace, Fr 25 Sthbd|Deckhead|PCM End of Batwing, adjacent T1-15
2 |Fwd steel post, Fr 65 Port |Deck Bow load Axial on member, lower section
3 |Fwd steel post, Fr 65 Sthbd|Deck Bow load "
4 |Keel, Fr26 Port |Void 6 Bending Adjacent keel web/frame join
5 |Keel, Fr 26 Sthd|Void 6 Bending !
6 |Side door aft top corner Sthbd|Deck Combination Ig%;omer of hatch opening aligned
g across corners
7 |Side door fwd top corner Sthbd|Deck Combination !
8 |Fwd steel diagonal, Fr 64 Port |Deck Bow Load |Axial, resolve with T2-2 for total load.
9 |Fwd steel diagonal, Fr 64 Sthbd|Deck Bow load Axial, resolve with T2-3 for total load.
12 |Deck joiner doubler, Fr 34 [Port|Void 5 |parking load [Jacent doubler weid. beneath deck,
13 |Deck joiner doubler, Fr 34 Sthd|Void 5 parking load !
14 |Deck skin, Fr 34 Port [Void 5 |parking load [-0Sr MSSion Aeck 97, Thidspan for
15 |Deck skin, Fr 34 Sthd|Void 5 parking load !
On frame web, adjacent to cutout.
16 |Thar #9 cutout, Fr 64 Port |Void 1 slam Thars numbered outboard from 4700
long.
17 |Thar #9 cutout, Fr 64 Sthd|Void 1 slam "
18 |Thar #14 cutout, Fr 64 Port |Void 1 slam "
19 |Thar #14 cutout, Fr 64 Sthd|Void 1 slam "
20 |Thar end connection keel, Fr 26 |Sthd|Void 6 sea pressure Measures Toar end strain outboard of

T2-5

21

Thar end connection portal, fr 26

Sthd

Void 6

sea pressure

Measures Thar local response
component below mission deck level
on outboard shell structure
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APPENDIX B

DEFINITION OF SEA STATES

Table 7: NATO sea states for open ocean, Northniitig2]

Sea Slgm:(;?grt]tWave Modal Period
State Range (ft)| Mean (ft Fzsagg)e I\(/Is?e?:;]
0-1 0.0-0.3 0.16 - -
2 0.3-1.6 0.98 4.2-13.8 6.9
3 1.6-4.1 2.87 51-15.4 7.5
4 4.1-8.2 6.15 6.1-16.2 8.8
5 8.2-13.1 10.66 7.2-16.6 9.7
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