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Abstract—Artificial Intelligence/Machine Learning techniques have been widely used in software
engineering to improve developer productivity, the quality of software systems, and
decision-making. However, such AI/ML models for software engineering are still impractical, not
explainable, and not actionable. These concerns often hinder the adoption of AI/ML models in
software engineering practices. In this article, we first highlight the need for explainable AI in
software engineering. Then, we summarize three successful case studies on how explainable AI
techniques can be used to address the aforementioned challenges by making software defect
prediction models more practical, explainable, and actionable.

AI FOR SOFTWARE ENGINEERING

The success of software engineering projects
largely depends on much complex decision-
making [4] (e.g., Which tasks should a developer
do first? Who should perform this task? Is a soft-
ware system of high quality? Is a software system
reliable and resilient enough to deploy?). How-
ever, the erroneous of these complex decisions is
costly in terms of monetary and reputation.

Today software development processes de-
pend on a variety of development tools (e.g.,
issue tracking systems, version control systems,
code review, continuous integration, continuous
deployment, and Q&A website). Such tools gen-
erate large quantities of unstructured software

artefacts at a high frequency (so-called Big Data)
in many forms like issue reports, source code,
test cases, code reviews, execution logs, app
reviews, developer mailing lists, and discussion
threads [4].

AI4SE (or Software Analytics) is a sub-field
in software engineering that focuses on leveraging
AI/ML and data analytics techniques to uncover
interesting and actionable knowledge from the
unprecedented amount of software data [7], [10].
Many software organisations (e.g., Microsoft,
Facebook, and Google) currently use powerful
AI/ML techniques to make data-driven engineer-
ing decisions and support software engineering
tasks [1], [2], [11], [12], [14]. For example,
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Figure 1: The results of our literature analysis indicate that research using explainable AI techniques
to explain the predictions of defect prediction models remains largely unexplored (i.e., only 5% of
the 76 defect prediction studies).

software defect prediction, effort estimation, task
prioritization, task recommendation, expert rec-
ommendation, code generation, developers’ pro-
ductivity prediction, malware detection, and se-
curity vulnerability detection.

On the Needs of Explainable AI for Software
Engineering

While the adoption of software analytics sys-
tems enables software organisations to distill ac-
tionable insights and support decision-making,
there are still many barriers to the successful
adoption of such software analytics systems in
software companies [3]. Below, we discuss three
reasons why Explainable AI is needed in Soft-
ware Engineering.

First, software practitioners do not understand
the reason behinds the predictions from software
analytics systems [3]. They often ask the follow-
ing questions:

• Why is this person best suited for this task?
• Why is this file predicted as defective?
• Why is this task required the highest develop-

ment effort?
• Why should this task be done first?

• Why is a developer predicted to have low
productivity?

• How can we improve the quality of software
systems in the next iterations?

These concerns about a lack of explanations often
to a lack of trust and hinder the adoption of such
software analytics systems in practice.

Second, software practitioners are often af-
fected by any decisions from these software ana-
lytics systems (e.g., would developers be laid-off
since a defect prediction model found that a de-
veloper introduced software defects?). Recently,
Article 22 of the European Union’s General Data
Protection Regulation (GDPR) states that the use
of data in decision-making that affects an indi-
vidual or group requires an explanation for any
decision made by an algorithm. Unfortunately,
current software analytics systems still do not
uphold any privacy laws [5]. Thus, the risks of
unjustified decision-making of software analytics
systems can be catastrophic, leading to potentially
erroneous and costly business decisions [3].

Third, we find that as little as 5% of the
defect prediction studies focus on generating local
explanations using explainable AI techniques (see
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Figure 2: An example of the use of LIME to identify which lines of code are the most risky.

Figure 1). We conduct a literature analysis to
identify the popularity of defect prediction studies
that adopt explainable AI techniques. We first col-
lect 76 primary defect prediction papers that were
published in the top-tier Software Engineering
venues (i.e., IEEE Transactions on Software En-
gineering, Empirical Software Engineering, and
International Conference on Software Engineer-
ing) during 2015-2020 (as of October 1, 2020).
Through a manual analysis, we found that: 89%
of the defect prediction studies only focus on
the predictions, without considering generating
explanations, while 38% of the defect prediction
studies focus on generating global explanations.
Surprisingly, as little as 5% of the defect pre-
diction studies focus on generating local expla-
nations using explainable AI techniques. This
insight suggests that explainable AI has been
recently adopted in software engineering, but it
is still under research.

Towards Explainable AI for Software
Engineering

To address these challenges, the overarching
theme of Explainable AI for Software Engineer-
ing is concerned with the fundamental challenges
of how can we leverage Explainable AI in the
domain of software engineering to enhance the
practicality, explainability, and actionability of
software analytics. Below, we demonstrate three
successful case studies of using Explainable AI
in Software Engineering to address the problem
of software defect prediction models.

EXPLAINABLE DEFECT PREDICTION
MODELS: A CASE STUDY
Problem Motivation

In today’s increasingly digitalized world, soft-
ware defects are widespread and enormously ex-
pensive, but they are very hard to detect, predict,
and prevent. Thus, a failure to eliminate software
defects in safety-critical systems could result in
serious injury to people, threats to life, death, and
disasters.

Traditionally, software quality assurance ac-
tivities like software testing and code review
are widely adopted to discover software defects
in software systems. However, ultra-large-scale
systems, such as, Google, can consist of more
than two billion lines of code. Thus, exhaustively
reviewing and testing every single line of code is
not feasible with limited time and resources.

Goals
To this end, we developed an explainable

defect prediction framework to achieve the fol-
lowing goals:

1) Generating fine-grained predictions in order
to help developers localize which lines of
code are the most risky so developers can
allocate limited software quality assurance
activities in a cost-effective manner [13].

2) Generating explanations for each prediction
to help developers understand why a file is
predicted as defective [5].

3) Generating actionable guidance to help man-
agers chart appropriate quality improvement
plans.
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Project Name : Apache Camel (Release 2.9.0)

File Name        : ErrorHandlerBuilderRef.java
Commit ID: d6ba235655bfef9b63c195381303547fb24dc583  Commit Date: 2019-08-05| 06:42:48 PM

File History

Risk Score: 70%

Top Features Value

Class Method LOC 
# of lines of class and method declaration

34

Distinct DEV 
# of distinct developers that contributed to this file

3

Ownership Code Proportion 
Code proportion written by the developer who has
the highest contribution on this file

0

Bug Risk Prediction: Yes

High Bug Risk

0.0588

0.0449

0.0246

Figure 3: An example of an explanation generated by LIME to understand why a file is predicted as
defective.

Help developers localize which lines of code
are the most risky

Motivation. Traditionally, software defect pre-
dictions are proposed to predict which files are
likely to be defective in the future. However,
the proportion of critically-important defective
lines are extremely low. Our prior studies found
that the ratio of defective lines in a file is as
low as 1%-3%. Thus, traditional file-level defect
prediction models are still not practical to be used
in practice. However, there exists no features at
the line level. Thus, line-level defect prediction
remains an extremely challenging problem.

Approach. To address this problem, we proposed
to use the LIME’s model-agnostic technique [9]
to explain the predictions of file-level defect
prediction models. In particular, we first build
file-level defect prediction models using textual
features (i.e., bag of tokens that appear in a file)
with a random forest classification technique. For
each prediction, we apply LIME to understand the
prediction. This approach allows us to identify
which tokens and which lines contribute to the
prediction of each file, which can be used to help
developers localize which lines of code are the
most risky.

Results. Figure 2 shows an example of the use of
LIME to identify which lines of code are the most
risky. The results show that this approach can
correctly identify 61% of actual defective lines in
a file, suggesting our approach could potentially
help developers reduce SQA effort that need to
be spent by 52% on clean lines, while accurately
identifying 61% of actual defective lines.

Help developers understand why a file is
predicted as defective
Motivation. Traditionally, the predictions of de-
fect models can help developers prioritize which
files are the most risky. However, developers do
not understand why a file is predicted as defec-
tive, leading to a lack of trust in the predictions
and hindering the adoption of defect prediction
models in practice. Thus, a lack of explainability
of defect prediction models remains an extremely
challenging problem.
Approach. To address this problem, we pro-
posed to use a model-agnostic technique called
LIME [9] to explain the predictions of file-level
defect prediction models. In particular, we first
build file-level defect prediction models that are
trained using traditional software features (e.g.,
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Project Name : Apache Camel (Release 2.9.0)

File Name        : ErrorHandlerBuilderRef.java
Commit ID: 0a02dd5f58a77282dd18f6468d7fa6d5c50ce326  Commit Date: 2019-08-15| 08:09:14 PM

File History

Risk Score: 70%

What to do to decrease the risk of having defects?

0 5 10 15 20 25 30 35 40 45 50

Decrease the number of class and method declaration lines to less than 29 lines
Actual = 34 lines

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

Decrease the number of distinct developers to less than 2 developers
Actual = 3 developers

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Increase the ownership code proportion to more than 0.85
Actual = 0.65

0 5 10 15 20 25 30

Decrease the number of blank lines to less than 8 lines
Actual = 19 blank lines

0 1 2 3 4 5 6 7 8 9 10

Decrease the number of output variables to less than 2 variables
Actual = 4 variables

What to avoid to not increase the risk of having defects?

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Avoid decreasing the comment to code ratio to less than 0.44
Actual = 0.51

0 1 2 3 4 5 6 7 8 9 10

Avoid increasing the number of minor developers to more than 0 developers
Actual = 0 minor developers

 
* In the bullet plots, the red shade indicates the range of values that are high risk of being defective, while the green shade indicates the range of
values that are low risk of defective. The bold vertical line indicates the actual values for each feature of this file.

Bug Risk Prediction: Yes

Figure 4: An example of actionable guidance to help managers developing quality improvement plans.

lines of code, code complexity, the number of
developers who edited a file) with a random forest
classification technique. For each prediction, we
apply LIME to understand the prediction. This
approach allows us to identify which features
contribute to the prediction of each file. This will
help developers understand why a file is predicted
as defective.

Results. Figure 3 presents an example of a visual
explanation generated by LIME to understand
why a file is predicted as defective. According
to this visual explanation, this file is predicted
as defective with a risk score of 70%. The top-
3 important factors that support this prediction
are (1) the high number of class and method
declaration lines, (2) the high number of distinct
developers that contributed to the file, and (3)

the low proportion of code ownership. Thus,
to mitigate the risk of having defects for this
file, developers should consider decreasing the
number of class and method declaration lines,
reducing the number of distinct developers, and
increasing the proportion of code ownership.

Help managers develop software quality
improvement plans
Motivation. Traditionally, software defect predic-
tions can only generate predictions and provide
an understanding at the global level through the
use of ANOVA analysis or Random Forest’s
feature importance [6]. However, such predictions
and global insights are still not actionable—i.e.,
developers do not know what actions they should
follow or should not follow to improve the quality
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of software systems.
Let’s consider a scenario where a defect pre-

diction model indicates that large file size is as-
sociated with defect-proneness. While this insight
can help managers develop quality improvement
plans that in the next development iteration, de-
velopers should maintain the lower file size to
mitigate the risk of having defects. However, such
insights do not provide a concrete suggestion of
the optimal threshold of file size—i.e., what is
the optimal file size that a file should be. Thus,
a lack of such actionable guidance and a lack
of optimal thresholds often leads to ineffective
software quality improvement plans.
Approach. To generate actionable guidance, we
propose to use a rule-based model-agnostic tech-
nique to generate a rule-based explanation for
each prediction of defect prediction models. In
particular, we first build file-level defect pre-
diction models that are trained using traditional
software features (e.g., lines of code, code com-
plexity, the number of developers who edited
a file) with a random forest classification tech-
nique. For each prediction, we apply a rule-based
model-agnostic technique called LoRMikA [8] to
generate two types of actionable guidance (i.e.,
what developers should do to mitigate the risk of
having defects and what developers should not do
to avoid increasing the risk of having defects).
Results. Figure 4 presents an example of ac-
tionable guidance to help managers developing
quality improvement plans. To decrease the risk
of having defects, developers should consider
(1) decrease the number of class and method
declaration lines to less than 29 lines, (2) decrease
the number of distinct developers to less than 2
developers, (3) increase the proportion of code
ownership to more than 0.85, (4) decrease the
number of blank lines to less than 8 lines, (5)
decrease the number of output variables to less
than 2 variables.

Nevertheless, to not increase the risk of hav-
ing defects, developers should consider avoid
decreasing the comment to code ratio and avoid
increasing the number of minor or junior devel-
opers.

CONCLUSION
Based on the literature analysis on Explain-

able AI for SE and our successful case studies

of Explainable AI for software defect prediction
models, we draw the following conclusions:

1) Explainable AI is very important in soft-
ware engineering, but still under research, as
shown in the literature analysis.

2) Explainable AI techniques can be brought
into software engineering to provide expla-
nations of the predictions and actionable
guidance to support software engineering
tasks, as shown by three successful case
studies of defect prediction models—using
a model-agnostic technique called LIME to
help developers localize which lines of code
are the most risky, explain the predictions of
defect models, and using a rule-based model
agnostic technique to generate actionable
guidance on what developers should do or
should not do to prevent software defects.
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